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Executive Summary

In this deliverable werovide guidelinesprocesses andecommendationgo build dependable 10T systeni33.2
methods and tools tackle challenges alatifferent CPSrchitecture layersinformation layer, control layesnd
network layerIn this deliverable we also position WP3 contributions w.r.t. I0cT4CPS use cases: Automated Driving
and Industry4.0.

The physicalevel tools and methods such as sensor sitgumeasures for discovering faulty and hacked sensors

as well as will be reporteih deliverables D3¥ ¢ { @ 4G SY I NOKA (SOl dzNSakdnpldéri SNy & ¥
0NHza G LINPGAAAZ2YAY3 RdzNA. hAJitioN,Bv& répOnii oh opvardieyure key exehdngS vy I y O S €
mechanism in our deliverable D3.6dPrototype cryptographicdi NI NB A Y LI Gnva$etviork (evePmg ¢ @

report on recommender systems to develop dependable 10T system, which can help users who want to build

large 10T systems to chee the appropriate protocols and system configurations. Another method to achieve
dependability, applied on a platforievel is the SeHHealing by Structural Adaptation which allows systems to

leverage implicit redundancy to achieve resiliency to faBuBolutions for trusted localization and orientation

can be found in D3.4.

On anapplication level we report on tools for a variety of tasks in cydwaurity. We present ThreatGet, a tool

that identifies, detects, and understands potentggcuritythreats in the foundation level of system models
Moreto is a tool for security requirements analysis and management using modelling languages such as
SysML/UMLOur next contribution is a tool for standartbased product development management: GSFlow. It

is ane of the results of a more general effort to developl®to support modebased development approaches

and Safety & Security by Desidrast but no the least, wereport on methods for safety and security risk
assessmenand formalize it into aerification pattern.
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1. Introduction

DeliverableD3.2 Guidelines, processes and recommendations for the design of dependable 10T &tems
second deliverable related to task3.1 Dependability design methods for Iafid isstrongly related tothe
deliverableD3.1: Designh and Methods Concelot D3.2 we further elaborate methods from D3andexplain

how user can leverage those methods to obtain dependable systems. We also upgrade the deliverable with new
methods and tools such as ThreatGet, Safety 8edurity ceengineeringmethodologyand Verification and
Validation(V&\V) patterns.

For the sake of completeness, it is important at this point to provide the reference to the structure work w.r.t.
architectural layers. Similgrto D3.1, in this delivaeible we als@ollect and present potential solutions, tools and
methodological buildig blocks for the development of safe and secumgernet of Things16T) and Cyber
Physical System€P$ This deliverable puts a special focus on the integration @hpyi and on the support of

the complete engineering cycle, from engineering suppopraviding potential solutions.

Functiona
leve Functiona
Concep
System levt

Technice
Concep

HW/ SW Lewvt

Scalable and efficie !
> crypto algorithm for 10,

LS

Desigi

HW/SW Implementatio

Figure 1: Structuring WP3 contributions along the V-Model

The contributions are structured based around the kfte of the Wodel. The usage of the-Model is here
mainly as a structuring model and for easier classification and explanatierusage of the Wlodel should not
be understood as an enforcement thfis process model and the presented methods and lingidlocks are not
restricted in term of engineering process model.

Our understanding oflependability itself is based of389]. In this work, thedependability is differentiated
between attributes, threats andmeans. The attributes summarize all parts adependability, e.g. the set of
properties we would like to ensure that a system we need to rely on posBessto the need of our industrial
partners as well as the nature of our two main use casesldh4CPS project sets priority on safety and security

Threats are potential factors which can cause a violation or contribute to a violatiodepfeadabilityattribute.

In order to protect theattributes, we can use differentheans. The following section will give a short overview
about the basic system ogept considered in 10TACPS and present then differ@eans to achieve
dependability, which are considered in WP3 of 10T4CPS project.

Our took, methods and guidelines are mostly non directly bound to a spacsiccase andan be applied to
either of ou 10T4CPS main use cases: Industry 4.0 as well as Autonomous Dwairad.them which are tightly
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coupled to the use casmrethe Autonomoudriving Platform developed by TTTech, as wahafkecommender
System foloT,developed by Siemens, for ourdunstry 4.0 usecase.The overview can be seen in Figure 2.

S&S Risk V&V Crypto API Autonomous
Assessment || Patterns || Guidelines Driving Platform
( GSFlow ](ThreatGet }( MORETO ]
Autonomous
‘ Tru.steE:l ” SHSA 1 Driving
Localization

loT Recommender Sensor Encryption Crypto
Systems Security Scheme in FPGA | Library

Figure 2: Most contributions of WP3 fits into both of IoTACPS use-cases
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2. Overview and System Model

In Figure3 we can see how different WP3 contributions are positioimethe CPS Layer stack. A typical CPS is a
complex system of systems which interact with one another. Depending on their purpose the components are
usually classified into one of four layers: infation layer, control layer, network layer and physicaklayrhe
physicalevel isthe lowestlevelin hierarchy. Fis is where data is obtained from sensors and data is prepared to
be sent to other systems (i.e. encrypted). Once the system obtainedate it is accessed and transmitted to
interested componets on network nodes. Typically, this takes place on network layer. On top of network layer,
we see the platform layer. It is a layer where most system core functions are implemented, which anesedb

by application layer.

CPS Layer:

V&V Crypto API S&S Risk

Application ThreatGet GSFlow Patterns || Guidelines Assessment

Autonomous Trusted
Platform Driving Platform Localization

loT Recommender
Network Systems

Sensor Encryption Crypto
Physical Security Scheme in FPGA Library

Figure 3: Contributions to safety and security can be separated into different CPS layers.

I0T4CPS project achievements can be found in any of the CPS architectureQayapplication layer, we va

our V&Vpatterns and cyber security tools such as GSFM@reto and ThreatGetn addition the guidelines for
developing usable cryptgwaphicAPls by SBA research belongs to the CPS applicationRayadly we report on

hybrid methods for safety and security risk assessment.

Underneaththe application layg in the platform layer we find SaHealing for Structural Adaptation (SH3A)
technique for building resilient CPS whichdisveloped by TU WierSolutons for trusted localization and
orientationin space useful in our Industry 4.0 use case are depetbby TU Graz together with JKU Lisimally,

we have an autonomous driving platform which is developgdl TTech. To build a reliable and functional 10T
ecosystem one can use a recommender system, developed by Sietrastshut not the least, AIT and GU
developed lowoverhead encryption scheme, which is also implemented in FPGeimers. DUK will provide
concepts for achieving sensor security and-lewel data integrity.

I0TACPS toolshauld support dependabilityin several levels of CP8erarchy Our encrypion sdutions would
enableefficientand secure ommunication chanel between devices with limited resources, whichhe case in
a typicd loT scenard. In extreme casesf devices uncapablef encryption we can at leasguaranteedata
authenticity by appling digital watermarking techniqas. IoT recommender system further enhances
dependabilityby guiding the userd select the appropriate protads, thus making the entire system more
reliable. On a platform level, wimcrease the trusin system byleveradgng methods for tusted orientation and
localization A ystemwhich adopts our SHSAchniquesgains the abilityo manage unpredictable component
failures thus becomingnore dependable Finally our desigrtime security and daty tools, V&V pattens and
CryptographidAPI devadpment guidelinesaim toincrease dependability ey on.
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3. Application Layefools and Methods

In this section wdocus on 10FCPS WP3 contributionsrfimproving dependabity on the applicationlevel. We
report on our designtime security analysis toolsor modetbased devilment for security rguirement
managementandthreat modeling as well as safety and saxty risk assessment

3.1 GSFlow

Our first contribution is a tool for standafohsed product development management: GSFlow. It is one of the
results of a more general effort to develop tools to suppoddelbased developrant approaches andafety &
security bydesign.

The goal of GSFlois to support the complete engineering lifecycle of safety and/or security relevant systems
based on prealefined processes, by guiding the user through the development process. Its maatiabjis to

make standard driven development straightforward, esplly for companies that are unacquainted with
functional safety and security standard$he modelimplemented in GSFlow simplifies standard driven
development by guiding the endsersthroughthe development process amtbnsequentlyoffloadsthe effort

from securityexperts while still providing assurance. This is especially relevant to SMEs which only have a limited
number of safety or security experts.

The central output of GSFlow isafety and/or security case which shall support companies two wayselping

to reach assurance for their products and (2) allowing to summarize the argumentation why a system is
acceptably safe and secure. To achieve this goal every project in G8BRtaimsrequirements which correspond

to functional safety and secity standardssuch as [37]GSFlow provides standard conformant user management
and utilizes tools to ensure the quality of an evidence.

GSFlow provides a flexible framework for modellamgl executing standards. It is also capable of executing
plugins witten by an external developer. This flexibility ensures that the specific needs of a company can be met.
Furthermore, an external developer is only required to implement an interface dicapto their needs. For
example, GSFlow can execwgternal plugns to generate reportsas well as to checkhe artefacts and
requirements using Natural Language Processing methods.

3.1.1 GSFlow Structure and Definitions

In this section we provide more detaihbout the operation of GSFloRequirements are defined as thaetéies

needed to achieve the objective of the project. Two different kindsegluirements can be distinguished. The

first kind of requirements are thaandardrequirements, which are dered from functional safety and security
standards. They are needé¢d identify the goals that are obligatory to reach compliance to relevant standards.
Secondly, thgroductrequirements in GSFlow represent the requirements that are specific to a prothuey.

can be linked to atandard requirement. Furthermorethe requirements in GSFlow are the key elements for
documenting the workflow as they serve as an anchor to attach evidence and trace every action that is conducted
on them while being processed. @mprocessing is completed andalidence has been created, a requirement

may enter the state of completion.

Phases in GSFlow represent phases of a safety/security standard. GSFlow ensures that in every phase Standard
Requirements that are specific toithphase need to be fulfilled. Apse can only start once all previous phases

have been completedPhases in GSFlow are used to structaguirements and define the order of execution

in the workflow.
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Software Arch. & Design Phase

Software Requirements Phase o Software Comp. Design Phase
O Soitware Architecture

Specification
Software +

Requirements
Specification ==
Software Design
Specification
Overall Software Test Software Component
Specification = Test Specification

Software Component
Design Specification

Software Interface
Specification

Figure 4: lllustration of workflow and fulfilment status

GSFlovallow for integration with external toolBy implementing and using the interfaces provided by GSFlow,

an external Developer can create plugins and an admin can upload them to GSFlow after conductingralidati
These tools/plugins are theready to be executed. The dataflow between GSFlow and the tool/plugin is
conducted only through the API. The utilization of tools shall serve as quality assurance as well as provide
convenience to the users working with G&#

GSFlow supports standard confhant user management. Different roles can be assigned to different users per
project. Roles are based on a generic model of roles defined in different standards. In GSFlow, roles can be
mapped to specific standards. Th&t of the supported roletcludes
1 Project Manager
Requirements Manager
Developer
Verifier
Validator
Assessor

= =4 —a —a -2

Validator Verifier Developer

Assessor

Figure 5: Basic responsibility chain in GSFlow
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In GSFlow responsibilitese modelled on a per requirement basiEach requirement has the required roles
assigned to support the development chain defined in a standard. To be more precise, when the developer has
finished their task, the verifier is assigned followed by thededdir. Only when all the the responsilpearties

have marked their tasks as finished, assessment can take place.

As discussed, GSFlow enables the end user to organize their workflow according to phases, work products and
requirements deducted from standasdGSFlow also serves as a documentatiatiqgrin and tracks every action

that is conducted regarding a certain requirement and links evidences to those requirements. This way, GSFlow
supportstraceability. Thdlexible framework inside GSFlow enablesatdilg of generic processes to company or
project specific demands. When appropriately modelled, it can support a safety and secuehgioeering
workflow. To achieve this, different adequate standards need t@ma&lysedand consequently modelled into

one combined workflow.

For example, the stadards ISO/IEC 27002[35] and EN 50128 [#jtain requirements and methods
emphasizing oravailability reliability, confidentiality, integrity and maintainability. These standards describe
measures that need tbe undertaken in order to assure the aforentioned attributes SAEStandard)3061 [37]

which is aCybersecurity Guidebook for Cybehysical Vehicle Systemdescribes security and its effects on
safety on financial and operational basis and hence, avisitlaand reliability. Security ansheasures to ensure
integrity and confidentiality can be found in the IEC 62443 series [38]. By following the generated workflow,
GSFlow makes the development of dependable 10T systems feasible.

3.2 FailureMode, Vulnerabilities and Effects Analysis

Failure Mode, Vulnerabilities and Effects Analysis (FMVEA)¥tatic method for security analysis. FMVEA is
based on the Failure Mode and Effect Analysis (FMEA) and extends the standard approach with security related
threat modes [23]A failure modedescribes the way the function of an elemefails. A threat modedescribes

the way in which the identified funicin of an element can be misused. Threat modes classifies threats in six
categories (Spoofing of user identity, Tampering, Repudiation, Infoomdisclosure, Denial of service, Elevation

of privilege).

FMVEAconsists of several phases, beginning with system modelling plee this phase is completihe

failure and threat modes for each element of the system model are identified. Dependingeaitotnain, the
system architecture and the knowledge about tlystem, failure and threat modes can be refined and extended.
Each identified failure or threat mode associated with the element is investigated for potential effects. For modes
with critical dfects, potential causes aranalysedand the likelihood for edt cause is estimated. For threat
modes, likelihood is determined using a combination of threat and system properties.

Threat properties mainly describe the resource and motivation of a paknhreat agent while system
properties include reachability @nsystem architecture. The system model is based on a #lenesd data flow
diagram (DFD). Effects of failure and threat modes are presented at the context level of the diagram, which shows
the interaction between the system and its environment. Failurd threat modes are located at the level 1

DFD. Vulnerabilities and failure causes are based on the level 2 DFDs.
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Access control =
true

HMI Access with
password = false

Actuato

Control o c1 CPU .

Station

Control Center Station-Leve) Bay Level Process Level

(0] ] Eng
Station Station

Sensor

HMI Access with
password = false

Access control =
false

Figure 6: An example model as an input for analysis with FMVEA

Figure6 shows the diagram of an example usase inwhich a set of actors is controlled by an CPU, based on

some sensor input. Control Strategy can be defined and monitored in some higher layers. The example model

will be used to perform an amgsis with FMVEA. The blue squares represent the root envirotsydra specific

level. Each orange node can be seen as an operating element inside the environment. Green squares represent
sub-environments inside the roeénvironments which encapsulate th@wn operating elements. Black squares

display the defined aNMA 6 dzii S&A k LINPLISNIIAS&a F2NJ GKS RAFINIY StSYSy
FGGNROdz SKLINRLISNII@ 62/ 9¢¢ 0a22NRG 9ESOdziA2y ¢AYSEéOD 6A
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Diagrams Rules Analysis FMVEA

Rules: New Rule
#  Name Description Rule Actions
1 ACCESS Protection 1on-secure environment and is not itself secured then Environment attribute(ACCESS Control=false) hasDescendant(NODE attribute(HMI ACCES = -
pa

2 WCET for CPU If the proces
react in time to the sensor data.

3 Encryption for Data If the root environment of an object is left, the connection must be encrypted.  Connection.attribute{encryption=false). crosses(ROOT) -

Communication

time of the CPU takes 100 long, then the actuator may not

nnection target(DO.hasConnection(Actuator)))

ction(Connection.source(DI)). hasConnection(Col

Diagrams Rules I Analysis FMVEA

Create Environment - ", e R
¢ Control Center : Station Level Bay Level Process Level

Create Nede i “““
£ Process1 %
Create Connection c2 c1 :

i . A K
Save Dingram i Control Station 4
H T cRU o
Eon i T L p
: I/ \L = # Process2

{ | Operation Station Engneering Station | & PN
H H \D Sensor

Do Actuatar

Fo—"

Figure 7: The diagram modelled in FMVEA and the rules

Figure7 shows the diagram from Figu@modelledin FMVEA. On the lefiand side, we can see the diagram
NBfFGSR FOlA2ya tA1S a/NBIFGS 9YyGANRBYYSYy(iéez a/edBSFGS b2
as a container, which provides general attributesis children. Attributes can be focused on Security and Safety.

The attributes of an element are directly displayed below the diagram. Figatsodisplays the rules which

should be used tanalysethe usecase diagram. From the left to the right alee names of the rule then a short
RSAONRLIIA2Y | YR -Goki@n isithedndss ingortatitfork, bécaudz h&ré the actual rule for the
analysetis defined. The content of a rule is defined bg grammar shown ifigure8.

er:? ConnectionFilter:? RelationFilter:*

Attribu MultipleStr tribute| MultipleNumericValueAttribute)

decimalNumber) (_ attributeUnit):?):+

_ attributeUnit):?

esFilter:? AttributeFilter:?

Figure 8: Example of the FMVEA grammar
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Figure9 displays the results of the usmse analysis. The previously created rules are applied on the selected
diagram.

Diagrams Aules Jremr— FMVEA
Results: New Analysis
#1 Diagram: Schneider Use Case Date: 21/1/2019
Rule Affected Elements Affected Connections Show
1 ACCESS Protection Station1 =

Engineering Station

2 WCET for CPU oI DI—CPU Show
cPU CPU DO
0o DO — Actuator
Actuator

3 Encryption for Data Communication DI—CPU Shaw

CPU -

Figure 9: Analysis results for the defined rules and the diagram

From left to right yowne can observéhe appled rule and the results of the specific rule on the diagram. The

affected elements and connectionscanbe viBve Ay G KS RAI INI Y AT -Hukodtodzéd SNJ Of A C
right. Inside the diagram the affected elements and connections get highligiytedred border as you can see

in the Figures 1-13.

¢ Cantrol Gerter % { Station Level Y iBaylevel e —p——"
:"‘F’rocesm
c2 C1 H
a Do Actuator
Control Station " &\ ﬁ
T \ CPU "
¢ Station / ’ t %
H |/ \L & ;'"ProcessZ
Operation Station Engineering Station | N
: \ DI Sensor
»

Figure 10: 15t rule results

In FigurelOyou can see the affected elements of the first rule. The Definition of the first rule says that if there

Ad Fye SYy@ANRYYSYy(l 6AGK (GKS LINBLISNIe& a!//9{{ [/ 2yiNRt
Gl aL '/ /1 9{{ ¢A&KJIKbEEaidBBRIOBIEN A Sne can observe from Figueinitially
RSTAYSR GKS a/2yiNRt {lGFrdA2yEé GAGK a!//9{{ [/ 2yGNRtTG!
KFa GKS LINRPLISNI&@ alal '/ /7 9{{ neabeikveslk a6 WNRIEXRY a ME D |
GOYIAAYSSNRY3A {lGlFGA2ye GKSY 020K ONARGSNRARLF | NB FdzZf FALE S
objects of the first rule.
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Figure 11: 2" rule results

In Figure 1 you @n see the affected connections of the second rule. The Definition of the second rule says that

if there is any connection between two objects which do not share the same root object then the connection

must be encrypted. One can observe from Fighivee never defined an encryption property for any connection
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202S0Ga Aa GKS a{dlFrdArzy [S@OStéd ¢KSe& akKFNB GKS &l YS

connection doesot represent a potential problem.
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Figure 12: 3" rule results

In Figure 2 you can see the affected elements and connections of the third rule. As you can take from@-igure

S aSi GKS 2/9¢ 27F (KSndfthe third dile shys that ¥ the WICET iksfile tbeCPR iy A G A 2
KAIKSNI GKIY daun Yaé GKS Oldz2 G2NI YFe y20 NBFOG Ay GA)Y
G5F301F LyLdzié o5L0 GKSYy GKS RIFEGE A& ION®OSa2SRKBYy &A RS di
2 SN U kSzigmbldo¢cKAa Aa GKS NBFrazy ¢éKeée (GKS a5Léx alt )
elements in this case. The connections between these objects transport the data and are affected connections

in this case. fis rde could be expanded by additionally taking into account the latency of the connections.
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3.3 ThreatModelling

A secure system can be designed and developed only if security issues afdentified and addressed
appropriatelyin the early stages of the stem development. That is considered a significant advantage because
once the system is developed, it becomes harder to add security countermea3iwrestGet is a toolbox for
Enterprise Architect, which is a widely used téml ModelBased Systems Enggring. ThreatGet identifies,
detects, and understands potential threats in the foundation level of system models. It supports the initial steps
of the developing system process to guarantee the seciyjtglesign.The followng figure depictan example
design which a user capecify in ThreatGet, in order to perform security threat analysis

Sensor Dal Actior
Sensor Actuator]

€0 ); Actior
Sensor Dal &y

.. Control Uni

Insecur¢
Communicatiol

Insecur¢
Communicatiol

Sensor

Actuatorz

Gateway

Securt

. Securt
Communicatio,

Communicatiol

Data Processing and Stori

Figure 13: loT-based Smart Factory

OurFigurel3: loTFbased Smart Factoiflustrates an example of loT application innaast factory, which is one

of two main use casesf 10TACPS projeciThe example containgne or moresensos and camera units for
collecting and gathering information about the production line. The collected idatacessed by a control unit,
that handle and manage actions by sending signals to actuatts sanch as robotic arm and engine as defined
in the figure. The datéds sent to acentralizeddata storage and processing unit for monitoring the quality of the
production.
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In such a heterogeneous and distributed system, potential security threats csirexinycomponent, which
may compromise the operatioof the entire system. In order tientify potentialthreats in our system, we
apply ThreatGetThe threats are defined according to the dataflow from the source compisrie the targets.
According ¢ the security properties of these unitspme vulnerailities could be exploited be threats.

In Figure B the Control Unit takes the central role in the Smart Factory model. This component communicates
with the data storage through a gateway, which runseatain communication protocol. Depending on the
gateway device, it can providew or highsecurity featires. In our model, wean analyze devices with different
levels of security by adjusting the possible security parameters of the model. We mposithle security
mitigation measures in the communication flow between the Control Unit and the GateWsg/features
include: Source and Destination Authentication, Confidentiality and Intedfican set these parameters to
values which correspond to aakdevice

In Figurel4 we can observe that if thBITTP protocdhasmitigation measures switched off, the communication
channel introduces 6 different threat©nce we intraduce the mitigation measures in the commiuaation
channelthe number of threats reduces to 4.

— Gateway-Control Unit Gateway-Control Unit
) M)
) i &5 .
ol
gateway Control Unit gateway Control Unit
Denial of Service Denial of Service
Cause the Target to Crash or Stop or Cause the Target to Crash or Stop or
disabling functions disabling functions
Elevation of Privilege Attempt to Flash the Target With Elevation of Privilege Attempt to Flash the Target With
Custom Firmware Custom Firmware
Information Disclosure e =
Gaining unauthorised access to files Extract Data / Code from Control Unit
or data on Seurce Information Disclosure
Information Disclosure i
; Extract Data / Code from Control Unit Tamering Target may be tampered
Repudation Message replay attacks in Target
Tamering
Target may be tampered
Before applying security mitigation After applying security mitigation

Figure 14: The impact of introducing a mitigation measure

As a result of the analysi$hreatGetdetects 32 potential threatsthat are classified according the STRIDE

modd (i.e., Spoofing, Tampering, Repudiation, Information Disclosure, Denial of Service (DoS), and Elevation of
Privilege) Spoofing represents an attempt/a person or prograno identify itselfas another by falsifying data,

to gain an illegitimate advantge. Data tampering is an attempt to maliciously modify the data through
unauthorized channelfepudiation is a kind of attack which manipulates the ld@g dmthe computer systems,

in order to conceal traces in the loQenial of Service and Elevationprivilege are welktudied threats, where

an attacker is jamming the access to the system resource, and when an attacker attempts to gain more access
rights than allowed, respectivelfthe number of the detected threats according to the STRIDE modelictet

in Figurel5.
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Figure 15: Distribution of identified threats according to the STRIDE model and all potential threats listed

Afterwards, the risk assessment process is applied to evaluate risk severities of the detexatsthccording

G2 GKS @FfdsSa 2F (KS AYLIOG FyR tA1StAK22R LI NI YS{GSN
impact and likelihood to estimate the risk severity, as shown in Fithur€here are five parameter values of the

Impact and Lik@hood are used in the estimation process to determine the risk severity level of threats. Figure
16illustrates the levelsfothe impact and likelihood that are used by ThreatGet for the risk assessment process.

Figure 16: Risk assessment chart
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