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Executive Summary 

The Automotive Industry is fragmented by different strategic alliances of manufacturers, which 

makes it difficult for the researchers to offer novel, alternative approaches to autonomous decision 

making, context- and situation-aware controls and self-adaptation, all of which are required to realise 

Smart CPSs for the Automated Mobility and the Automotive Manufacturing sectors. Hence, in 

IoT4CPS, we are designing a Digital Twin open source solution that will offer alternatives to 

proprietary technology stacks developed in corporate automotive research.  To make the proposed 

solution accessible to a wider industrial and research audience, and to reduce the complexity of 

Digital Twin systems into smaller partitions of flexible, functionally independent and executable 

services, we follow the open source and microservices architectural styles. 

This deliverable presents our methodology to design Digital Twins for security and safety validations. 

It is a summary of several recent IoT4CPS publications in which the authors address various aspects 

of the design of the Digital Twins for security and safety, including privacy aspects for Automated 

Mobility applications (for more details, see Appendix A “Publications by D5.5.1 Authors”).  
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1. Introduction 

This report presents a design of the first Digital Twin prototype to be developed in the IoT4CPS project 

(as part of Work Package WP5 “IoT Lifecycle Management”). The report begins with an overview of 

the most prominent definitions of Digital Twins, which are available at present in the literature, and 

of current design approaches addressing security and safety evaluations in the Automotive Industry. 

Furthermore, a general methodology that is specifically designed to address cybersecurity 

engineering, and cybersecurity and safety validations through the IoT4CPS Digital Twin prototype, is 

discussed in detail.  

The first conceptual model of the IoT4CPS Digital Twin prototype and its adoption of the data 

acquisition method presented in the report D5.2 “Product Lifecycle Data Management (PLCDM) 

Stakeholder Perspective” are also discussed here. Based on the conceptual model of the Digital Twin 

prototype, we further design a microservices architecture of the Digital Twin prototype and a 

conceptual environment for testing the Digital Twin prototype as a virtual honeypot. The report closes 

with the steps to be performed for the coming D5.5.2 “Lifecycle Data Management Prototype II” 

document.  

1.1 Motivation 

Our focus in IoT4CPS WP5 is to design and implement a Digital Twin as a monitoring and supervision 

prototype for security and safety in the Automotive Industry, covering both the Automotive Driving 

and the Automotive Manufacturing (Industry 4.0) sectors. Specifically, our motivation is to design and 

implement an open source Digital Twin prototype to be interfaced with future European industrial 

platforms in the Automotive Industry sector.  

The resulting Digital Twin prototype will be tested within complex industrial environments, 

incorporating sectorial governance models, security policies, GDPR (General Data Protection 

Regulation), and other guidelines, e.g. Article 29 Data Protection Working Party: WP29 Guidelines on 

Automated Individual Decision-Making and Profiling for the Purpose of Regulation 2016/679 (revised 

and adopted in February 2018). Through the design and development of such prototypes, we expect 

to deliver both scientifically relevant results and industry valid prototype solutions. 

1.2 Relation to D2.2 Business Case on Security Verification Along the Life Cycle 

The IoT4CPS D2.2 “Business needs consolidation – competitive intelligence”, Section 3.2 “AVL: 

Security Verification Along the Full Life Cycle of IoT-based Industrial Instrumentation Systems” 

reports on the role of the Device.CONNECT™ system. The Device.CONNECT™ system enables 

communication links with the external systems through, e.g. smart/ predictive maintenance services 

in the cloud. It provides connectivity to a multitude of cloud-based commercial products, such as 

emission analysers, particle samplers, instrumentation systems, etc. At the same time, the cloud-

based nature of the Device.CONNECT™ puts this device into a category of highly vulnerable assets 

that need to be continuously monitored and checked against common threat intelligence indicators, 

regulatory compliance obligations and stakeholder’s governance rules, in order to effectively 

responds to both cyber incidents and regulatory challenges. Hence, the IoT4CPS Digital Twin 

demonstrator is designed to serve the AVL’s business case (the Device.CONNECT™ system) for 

security, safety and privacy verification. In addition to cybersecurity perspectives the demonstrator 

addresses multi-stakeholder (multi-tenant) approach and the complexity of PLCDM stages of the real-

world Automotive Driving applications to be “digitally twinned” in the project.   
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2. Literature Review  

The Automotive Industry is heading towards a new paradigm that is designed to enable new technical 

features for safe, secure, comfortable and eventually, autonomous driving. Vehicles are becoming 

smart and responsive, equipped with traffic information services, infotainment features, driving 

assistance and danger-warning applications, safety controls, and the like. The Automotive Industry 

relies on technologies such as the Internet of Things (IoT), Web of Things (WoT), cloud computing, 

edge computing, fog computing, Big Data and Analytics, smart sensors, Cyber Physical Systems 

(CPSs), Digital Twins and Artificial Intelligence (AI) [1][2]. The role of IoT is to create and enable the 

collection of real-time sensor data that can be exchanged through the Web [3]. Edge and cloud 

computing technologies further support systems for advanced analysis and correlation of data. AI 

technologies enable data mining and the creation of added value through knowledge discovery. Big 

Data technologies provide systematic analysis of data generated along the entire product lifecycle 

and improve productivity of systems through rapid decision making [4][5]. CPS is another key 

technology that adds intelligence to traditional processes [6][7]. CPS integrates computational 

paradigms with the physical processes [8] and supports manufacturing capabilities such as reliability, 

interoperability, predictability and tracking. CPSs are expected to play a major role in the design and 

implementation of future software systems with new capabilities, as noted in [9][10]. The authors in 

[11] define a Cyber Physical Production System (CPPS) as an interconnected system operating 

“…across all levels of production, from processes through machines up to production and logistics 

networks”. The term CPPS is often used as a synonym for the Smart Factory, emphasizing the scalable 

and modular structure of Smart Manufacturing applications [12].  

Further advancements of CPSs are known as Smart CPSs, which are complex engineering systems 

that integrate heterogeneous hardware and software technologies through various analytics and 

decision-making mechanisms [13]. The concept of Smart CPSs is undergoing rapid changes to 

incorporate a plethora of challenges and desired features of the future automated systems, i.e. multi-

tenancy, data sharing, data streams along lifecycle models, autonomous decision making, context- 

and situation-aware controls, self-adaptation, advanced cybersecurity, agile governance models for 

manufacturing platforms and their ecosystems, Digital Twins, and more.  

2.1 Digital Twins Definitions 

The evolution of microchip, sensor and WoT technologies opens the way for tracking smart products 

along their lifecycle phases, analysing the acquired data, extracting new knowledge from the 

corporate Web environments and communicating production and operating conditions [14]. Such 

technology evolution shifted the concept of Digital Twins from the aerospace industry to the Smart 

Manufacturing field [15]. The concept of twins in aircraft industries, has been used to support the 

optimization and validation technology of aircraft systems, based on the integration of sensor data, 

maintenance data and available historical/fleet data [16].  

In 2002, Grieves coined the term Digital Twin that subsequently evolved from “conceptual ideal for 

PLM (Product Lifecycle Management)”, “the mirrored space model”, “the information mirroring 

model”, to today’s varying definitions. For example, Grieves in [17][18] defines a Digital Twin as “a 

set of virtual information constructs that fully describes a potential or actual physical, manufactured 

product from the micro atomic level to the macro geometrical level’’. The authors in [19] define a 

Digital Twin as the use of holistic simulations to virtually mirror a physical system. A Digital Twin is 

also a “digital counterpart of a physical product” [15] and can be used for simulations and predictions 
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of future states of the physical product, e.g. as discussed in [20]. The authors in [21] define a Digital 

Twin as a comprehensive digital representation of an individual product, its properties, conditions and 

behaviour.  

The core functionality of a Digital Twin is to support design tasks and to validate system properties 

through multi-domain and multi-level simulations along lifecycle phases, including operational 

support [22]. The authors in [23] give a comprehensive overview of the Digital Twin definitions, which 

are currently available in the literature. As a virtual model of real industrial settings (including the 

Automotive Industry), the Digital Twin is expected to ensure information exchange throughout the 

entire lifecycle [15], enable virtualization of manufacturing systems [24], and automate decision 

making and system behaviour-based predictions [25].  

2.2 Current Commercial and Open Source Digital Twin Solutions  

To illustrate the current state of industrial practices, we additionally explore currently available 

designs and implementations of Digital Twins, which are built as either fully commercial or open 

source commercial solutions (i.e. Bosch IoT Suite that is based on Eclipse Ditto).  

The most prominent examples of commercial software solutions implementing industrial Digital Twin 

technology are: General Electric, PTC Windchill, Dassault Systèmes, DXC, Siemens Simcenter, 

Microsoft Azure Digital Twins and Seebo Digital Twin.  

• General Electric (GE) has developed the Digital Twin of a jet engine that enables the 

configuration of individual wind turbines, prior to their procurement and construction. Each 

virtual turbine is then fed with data from its physical equivalent. GE’s Digital Twin is based on 

the Predix platform (www.predix.com) that delivers capabilities such as asset connectivity, 

edge technologies, analytics and Machine Learning (ML), Big Data processing, Asset 

Performance Management (APM), and implements asset-centric Digital Twins [26]. Apart 

Digital Twins, GE’s Digital Twin Starter Kit is an open source toolset used to teach software 

engineers how to build Digital Twins. The Digital Twin Starter Kit is based on the Predix 

infrastructure and enables the design and hosting of Digital Twins. (GitHub page: 

https://github.com/DigitalTwin) 

• PTC Windchill [27] has developed a smart PLCDM software called Windchill that supports 

failure reporting, analysis, and corrective actions. 

• Dassault Systèmes (DS) has built an aerospace- and defence- manufacturing management 

software called “Build to Operate”, which enables monitoring, controlling, and validation of 

all aspects of manufacturing operations [17]. 

• DXC has developed a Digital Twin for predicting performances of hybrid cars, before 

committing the changes in the car manufacturing process [28]. DXC has partnered with 

Microsoft to build ML solutions on an industrial scale, and used the Microsoft Cortana 

Intelligence Suite to run the Digital Twin, through continuous simulation of new ways for 

creating hybrid cars.  

• The authors in [29] present the Simcenter 3D for Digital Twin. The Simcenter software 

distinguishes between (i) a product Digital Twin that allows users to virtually execute new 

designs and simulate the effects of the changes in the digital system, (ii) a production Digital 

Twin that is used to validate the effectiveness of a manufacturing process created for the 

factory floor assets, and (iii) a performance Digital Twin that processes Big Data from 

Industrial IoT (IIoT) products with the aim to improve product and production systems 

efficiency.   
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• Bosch IoT Things (https://www.bosch-iot-suite.com/) is a commercial product that uses the 

Digital Twin design methods for asset management, and for sharing device data and 

functionality across applications.  

• Microsoft Azure Digital Twin (https://docs.microsoft.com/en-gb/azure/digital-twins/) is one 

of the recent Microsoft Azure cloud services used to create comprehensive models of the 

physical environment. In the manufacturing context, it can be used for predicting 

maintenance needs for a factory and for analysing real time energy requirements for an 

electrical grid.  

• Seebo Digital Twin software (https://www.seebo.com/digital-twin-software/) provides a 

visual modelling tool for the graphical design of digital replicas of production line processes 

and assets. A functional Digital Twin prototype can be generated directly from the designed 

Digital Twin model. By using the Seebo IoT Simulator (https://www.seebo.com/iot-

simulation/), the use cases, data flows Human Machine Interfaces (HMI) and predictive 

quality systems on the manufacturing assets, can be validated.   

The open source community is at the forefront of creating software and hardware solutions for 

the experimentations in Industry 4.0 and Smart Manufacturing. However, there are currently only a 

few open source Digital Twin solutions available, among them Eclipse Ditto and CPS Twinning.  

• Eclipse Ditto is an open source software solution that enables the design of Digital Twins in a 

form of IoT development patterns. Bosch IoT Things is an example of the commercial product 

that is based on open source Eclipse Ditto (GitHub page: https://github.com/eclipse/ditto).  

• CPS Twinning is a framework for generating and executing Digital Twins that mirror CPSs, 

based on an AutomationML (AML) specification (GitHub page: 

https://github.com/sbaresearch/cps-twinning). 

2.3 State-of-the-Art Implementations of Digital Twins for Cybersecurity and Safety 

Measures in the Automotive Industry  

The concept of Digital Twins opens new paths to enhance security and safety of IoT and CPSs-based 

systems. The literature review on adopting Digital Twins for Information Security, shows several 

research directions with potential to overcome current security and safety challenges related to IoT 

and CPSs. For example, an approach presented in [30] compares configuration data of physical 

devices to their virtual replicas, in order to detect possible manipulated configurations and deviations 

that may refer to a compromised CPSs setting. The Digital Twin-based pen-tests could enable 

relevant tests virtually (instead of the real system), during both the operation phase and engineering 

phase with the aim to capture and fix vulnerabilities early [31][32]. Digital Twin concepts are also 

studied for privacy assessments and protection of the privacy of smart cars, e.g. in [33].  

Finally, some tools that can be used for security research related to Smart CPSs and Digital Twins, 

include:  

• The MiniCPS is a toolkit for security research on CPS networks that explores different attack 

scenarios and evaluate countermeasures [34].  

• The CPS Twinning prototype presented in [30] contains security modules for network analysis 

and can be used to check certain security and safety rules in simulation mode. 
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3. Methodology for the Design of Digital Twins for Cybersecurity and Safety 

Engineering and Validations 

The Digital Twin is a virtual counterpart to actual physical devices (assets) and their environments. It 

is instrumental in mimicking the asset’s environmental conditions, processes, even diversity of 

interests of stakeholders ranging from certification bodies, test and governmental services, to 

insurance companies, and more. The desired capabilities of Digital Twins relate to monitoring of the 

PLCDM phases, prediction of the future states of assets, simulation of various conditions (including 

those conditions that are impractical to be created in real life), support for supply chain processes, 

financial decisions, etc. [35]). To achieve such capabilities, the Digital Twin requires various 

integration technologies and knowledge extraction methods to be orchestrated to support effective 

decision making, e.g. AI, real-time predictive analysis, and forecasting algorithms exploring Big Data 

derived from the IoT sensors and historical data. Through intelligent toolsets and methods, the Digital 

Twin can effectively optimise and improve the lifecycle processes and enhance asset performances, 

including their security and safety features. 

The authors in [35] suggests the following elements to be considered for the design of Digital Twins:  

• Asset modelling, 

• Predictive analytics and decision-making methods, and 

• Lifecycle-centric knowledge base with historical and real-time sensor data. 

3.1 Asset Modelling  

Asset modelling concerns architecting Digital Twins through designing the structure of assets 

(physical things) and their components, measurable parameters and production information about 

the assets (e.g. manufacturing date, maintenance history) [36]. Asset modelling adds value to 

connected sensor data and contributes to a range of new insights, e.g. obtaining information on asset 

health through sensors, which can be performed through inference, correlation and transformation of 

measured sensor values and asset states, conditions and maintenance records. It may also provide 

different presentation (visualization) forms for different user groups (stakeholders), e.g. one group of 

users may require the insight in operational data only, while others are more focused on individual 

devices. Adding information such as metadata, nearby environmental conditions, maintenance data, 

service history, configuration and production data, enterprise web services etc., contributes to a rich 

representation of the physical things and further augments the Digital Twin.  

3.2 Predictive Analytics for Digital Twins  

Predictive analytics comprise of a variety of techniques for calculating future outcomes based on 

historical and real-time data. It seeks to uncover patterns and capture relationships in data through 

techniques such as [37]:  

• moving averages - discovers the historical patterns in the outcome variable(s) and extrapolate 

them to the future patterns, and  

• linear regression - captures the interdependencies between outcome variable(s) and 

explanatory variables, and use them to create predictions.  

Based on the underlying techniques, predictive analytics can be categorized into two groups [37]:  

• Regression techniques (e.g., multinomial logit models) and  

• ML techniques (e.g., neural networks, Supervised Learning, Unsupervised Learning, 

Reinforcement Learning [38]).  
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Predictive analytics techniques are primarily based on statistical methods, which often, when applied 

to massive data of Digital Twins, do not scale up in terms of computational efficiency. Big Data is 

characterized by factors such as heterogeneity, noise accumulation, spurious correlations, incidental 

endogeneity [39], and requires new statistical techniques to gain insights from predictive models. 

Some relevant approaches for cloud computing are based on task resource consumption patterns 

[40] and the usage of storage systems [41]. The analysis of behaviour patterns and derived models 

has been discussed in [42][43][44]. The authors in [45] present the Principal Component Analysis 

(PCA) technique used to retrieve relations between configuration and resource usage and 

performances in the cloud.  

The core predictive models for behavioural analysis can be classified into two groups: location 

detection techniques and temporal behaviour analysis of time series. A variety of available location 

detection technologies leads to the massive accumulation of online data about users/assets location 

and their activity/usage histories. Such data can be used for mining knowledge in applications ranging 

from location-based recommendation systems to applications for tracking user/asset movements 

and activities. For example, pattern mining of GPS readings is often designed to identify specific 

patterns in a users’ movement and behaviour [46]; the k-Means clustering algorithm is used to learn 

the user’s significant locations and daily routines from the location history [47][48]; pattern mining 

from very large historical spatio-temporal dataset [49]; mining location patterns using Hidden Markov 

Models that can further feed frequent pattern mining methods, as presented in [50].  

Regarding temporal behaviour analysis of time series, the most common approaches to modelling 

time series are: trend, seasonal, residual decomposition, frequency-based methods, Auto Regressive 

methods (AR), Moving Average (MA). In addition, the Conditional Restricted Boltzmann Machine 

(CRBM) represents a probabilistic model for time series used to solve a range of problems, from 

classification tasks to collaborative filtering and modelling of the motion capture [51][52]. 

3.3 Lifecycle-Centric Knowledge Base with Historical and Real Time Data  

The Digital Twin’s knowledge base needs to cover a wide range of diverse data: asset lifecycle data 

(e.g. location-based and time-series sensor data), data derived from analytics and decision-making 

algorithms, expert data, regulatory data, historical data. Such knowledge base is often augmented by 

adding data from a variety of third-party data sources, e.g. asset maintenance history from an 

Enterprise Resource Planning (ERP) system, account data from a Customer Relationship Management 

(CRM) system, environmental data, etc. One of the critical prerequisites to the knowledge base 

creation to support Digital Twins, is to have a proper data integration platform and infrastructure in 

place, enabling the integration of multiple data streams through standards and frameworks [35].  

According to the size of a Digital Twin knowledge base and its maturity level, the authors in [36] 

differentiate among:  

• a partial Digital Twin, with a small number of data sources that can be combined to infer 

further data (derivative data),  

• a clone Digital Twin, with a larger amount of meaningful and measurable data sources and  

• an augmented Digital Twin, that enhances connected asset data with derivative data and 

correlated data obtained from analytics tools.  

A partial Digital Twin is a set of simplistic device models that could be implemented as JSON (Java 

Script Object Notation) documents with a set of observed and reported attributes (e.g. speed of a 

machine) and a set of desired values (e.g. an application is setting the speed of a machine) that can 
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be correlated to detect operational abnormalities and instantly generate alerts. A clone Digital Twin 

is typically what is needed in industry: it is built on top of the product design and manufacturing 

information, and reflects its physical properties and uses real-time data [36].  

3.4 Design Methodology for Digital Twins in IoT4CPS 

To design Digital Twins to support security and safety engineering and validations in IoT4CPS, we 

suggest the following steps to be considered (see Figure 1). 

 

STEP 1: Identification of assets and relevant security and safety objectives, and their modelling 

This step is about asset identification and asset modelling through the design of the structure of 

assets (physical things) and components, measurable physical parameters and other digital features 

describing the assets (e.g. manufacturing date, maintenance history), including a different 

presentation forms for different stakeholders. The outputs of step 1 are asset data sets, asset 

lifecycle data (e.g. time-series sensor data), inferred and historical data related to assets.  

This step is also about the identification and modelling of security and safety objectives of the 

system. This is an iterative process, driven by the contextual technical requirements of usage 

scenarios and application. The output are measures related to data confidentiality, integrity, and 

availability (CIA) for the core functional requirement of applications, as well as data related to role-

based permissions and policies for the usage of applications. 

 

 
Figure 1 - Design methodology for automotive security and safety validations through Digital Twins 

 

STEP 2: Designing relevant security and safety evaluation metrics  

Our method for security and safety validation is based on the multi-metrics security approach [15], 

according to which security metrics must be:  

• measurable (consistently measured, with objective criteria),  

• context specific, e.g. relevant to the CPS assets,  

• expressed as a cardinal number, average or percentage, and (iv) expressed using at least one 

unit of measure. 
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The adoption of the multi-metrics approach suggests the further steps, which correspond to the 

steps of the proposed methodology for the design of Digital Twins in IoT4CPS, as illustrated in 

Figure 1. 

• Step 1: Identify assets and assign them to the corresponding layers (e.g. network) and 

security indicators (e.g. CIA properties). This corresponds to the step 1 in Figure 1. 

• Step 2: Select the right metrics according to security requirements and risks. 

• Step 3: Analyse the metrics domain values (define value ranges). The steps 2 and 3 of the 

multi-metrics approach correspond to step 2 in Figure 1.  

• Step 4: Risk assessment (the probability of occurrence of an undesirable event and the 

magnitude of its consequences over a specified period). This step of the multi-metrics 

approach corresponds to the step 3 in Figure 1. 

 

STEP 3: Threat modelling and test case demonstrators based on security and safety risk 

assessment and forecasting 

This step is about threat modelling and uncovering various cybersecurity and safety measures that 

serve as basis for the analytics methods in Digital Twin applications. In general, the analytics for 

Digital Twins consists of a predictive and a descriptive analysis of assets. Predictive analytics 

comprises a training phase (learning a model from training data) and a predicting phase (using the 

model for predicting future outcomes). The most used predictive models in ML belong to the category 

of Supervised Learning and include classification models for the evaluation of a discrete value (e.g. 

Logistic regression, Neural networks, Support Vector Machine (SVN)) and regression models for the 

evaluation of a numeric value (e.g. Linear regression model, Bayesian network and Naïve Bayes, K-

Nearest Neighbour (KNN)) [53]. 

The functionality of a Digital Twin improves over time as more data get accumulated and 

processed through the effective ML algorithms. 

3.5 Framing an Automated Mobility Case Using the Proposed Digital Twin Design 

Methodology 

According to the Step 1 of the proposed methodology, all mission critical assets and applications need 

to be firstly identified (see Table 1). 

 

Table 1: Assets in the Automotive Driving Case 

Sensitive 

asset 

Asset functionality Security, privacy and safety concerns and 

mitigations 

Infotainment 

controls 

Navigation services and maps, 

entertainment services 

(audio/video), geo-fencing, 

cameras, traffic information, 

external media etc.   

Revealing information about user's current location 

and navigation history, call history, geo-fencing data 

related to driving and working routines, heart rate 

and pulse, health data, banking accounts etc 

Body Controls Door/window locking, seat belt, 

seat heating 

Revealing information about user's driving patterns 

and preferences, information about functionality of 

assets leading towards safety issues 

Chassis 

controls 

Driver alerts via Advanced Driver 

Assistance System (ADAS) 

Revealing sensitive information linked to GPS data 

and traffic warnings, connected smartphone data, 

blind spots, audio alerts etc 
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In Table 2, the specific security and safety indicators need to be assigned to the assets, and the risk 

assessment for each mission critical asset and application need to be performed to select the right 

metrics. In addition, CPS risks and threats need to be evaluated based on metrics and models for 

cybersecurity defence, including the probability of their occurrence and the magnitude of possible 

consequences (see Table 2).  

 

Table 2: Multi-Metrics Approach for the Automotive Driving  Case  

STEP 1 Asset identifications and their assignment to the 

correspondent layers and security indicators 

 

Assets Security indicators  

Car sensor data Data integrity must be guaranteed  

Statistical data Data confidentiality must be protected  

Optimization configuration Data integrity must be protected  

Central repository Data confidentiality and integrity must be protected  

Optimization database Data confidentiality and integrity must be protected  

HVAC controller database Data confidentiality and integrity must be protected  

Historic database Data confidentiality and integrity must be protected  

Expert knowledge database  Data confidentiality and integrity must be protected  

Sensors Availability & integrity of sensors must be protected  

Actuators Availability & integrity of actuators must be protected  

STEP 2 Select the right metrics according to security 

requirements & potential risks  

 

STEP 3 Analyse the metrics domain values   

Metrics Description Domain values 

Digital Signatures (DS) The ability to verify (DS) even 

when trusted 3rd party is not 

available 

Min. key size for security is 3,072 

bits 

Data integrity in transit The ratio of the read messages 

with assured integrity out of the 

total number of the read 

messages 

Should be kept between 99-100% 

The packet send ratio The total number of transmitted 

packets 

Should be kept between 95-100% 

The packet delivery ratio The total number of received 

packets  

Should be kept between 95-100% 

Round trip time The time for a message to be 

sent & to receive an 

acknowledgement of that a 

message has been received  

Between 100 and 200 ms 

STEP 4 CPS risk assessment (the probability of occurrence of an 

undesirable event plus the magnitude of its 

consequences) 

 

Threat description  % of occurrence Magnitude 

 

(IoT4CPS) Attack on external 

devices connected to a vehicle (e.g. 

cell phone) 

15 % 120 
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(IoT4CPS) Unintended transfer of 

data (information leakage) 

7 % - 

(IoT4CPS) Extract Data/Code- 

unauthorized access to privacy 

information 

3% - 
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4. IoT4CPS Digital Twin Architecture 

To enable Digital Twins to perform accurate simulations, analyses and prediction of events and 

situations related to an Automotive Driving ecosystem, the Digital Twin technology needs to fulfil the 

following requirements:  

• Firstly, the Digital Twin technology requires a variety of data to be collected, analysed and 

sent back from a virtual space to the automotive ecosystem, in the form of decisions and 

information feedbacks.   

• Secondly, the Digital Twin technology requires a collection of models to be created to 

describe product lifecycle phases (see e.g. [54]). The Digital Twin models vary from complex 

models, to simplified ones [22] and exist either as computational models (e.g. statistical 

packages for ML, analytics, optimization) or representational models (e.g. semantic data 

models, NoSQL, relational data models, relational derivatives, rule engines).  

• Thirdly, the Digital Twin technology needs to be equipped with a collection of services to 

effectively monitor and simulate the physical world and to perform computations leading to 

decision making and knowledge discovery.  

 

To reduce the complexity of the Digital Twin technology, we design the conceptual model along the 

above three design rationales [55]. As illustrated in Figure 2, the Virtualization Manager is at the heart 

of a Digital Twin and comprises of three building blocks: the Data Manager, the Models Manager, and 

the Services Manager. Apart from the Virtualization Manager, the Digital Twin contains another four 

management components: the Monitoring Manager, the Decision-Making Manager, the Simulation 

Manager, and the Interoperation Manager. The Monitoring Manager provides the connectivity 

between the Virtualization Manager and the assets of the factory shop floor. The Decision-Making 

Manager is responsible for the presentation formats of feedbacks created through analytics services 

of the Virtualization Manager. The Simulation Manager provides the simulation formats based on 

visualization dashboard services of the Virtualization Manager.  

 

 
Figure 2 – Conceptual model of the Digital Twin prototype in IoT4CPS 

 

The rest of this section descries the three building blocks of the Digital Twin’s Virtualization 

Manager [55].  
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4.1 Data Manager  

The Data Manager of the Digital Twin prototype contains the Data Acquisition and the Data Analytics 

components (see Figure 2).  

• Data Acquisition: In Digital Twins, the collected data often comprise of real-time (or near real-

time) sensor data, expert knowledge data, historical data and inferred data that are generated 

along the entire product lifecycle and aggregated in Big Data sets, data integrated from other 

enterprise systems and third-party systems. For example, the data collected from the design 

lifecycle phase in Smart Manufacturing include data for model building, model function, 

model design, Computer Aided Design (CAD), configuration & parameter optimization, 

structure, mechanics, size, material, history, predictions, simulations, processes, 

environment, faults, redesign activities, customers review and feedback (Tao et al. 2017, 

2018). The data collected from the manufacturing lifecycle encompass manufacturing 

instructions, casting and moulding data, Computer Aided Manufacturing (CAM) planning data, 

and more.  

• Data Analytics: The collected data of Digital Twins can be either structured, unstructured, or 

semi-structured. The data can be ingested as a stream in real-time, or as batch-oriented data 

generated from various sources. The data are often heterogeneous. In Digital Twins, the 

bigger the diversity of the collected data that the ML model has to analyse and learn about 

the states that matter along the manufacturing path, the better the model will be. For 

example, the availability of historical data helps ML models to learn the maintenance states 

of assets for predictive maintenance. In addition, the collected data could be used to predict 

product and process related behaviour, optimize manufacturing processes, discover 

anomalies, perform MRO (Maintenance, Repair and Overhaul) processes, etc.  

The process of storing and preparing data for processing requires adequate analytics tools to be put 

in place, e.g., data can come to the Digital Twin system from Hadoop data clusters, SQL data exports, 

Kafka messaging server or other data stream processing engines. Data storage components and data 

formats (e.g. SQL, NoSQL, a data warehouse) can also have a profound impact on the capacity, 

performance, long-term reliability and durability of the Digital Twin data storage infrastructure. 

Finally, data failover and quality check mechanisms, backup and disaster recovery mechanisms need 

to be put in place and linked through Data Management capabilities of the Digital Twin.  

4.2 Models Manager  

The Model Manager of a Digital Twin includes data representation models (static, structural models) 

and data computation models (dynamic, behaviour models) (see Figure 1).  

• Data representation models are used for storing, exchanging and searching through the data. 

These type of models includes [56] (i) semantic data models, e.g. ontologies and taxonomies 

for sharing PLM knowledge (e.g. Young et al. 2007); (ii) XML (Extensible Markup Language)-

based models for encoding documents in a format that is human- and machine-readable (e.g. 

Choi, Yoon and Noh 2010); (iii) the STEP model (STandard for the Exchange of Product data) 

to describe product lifecycle data (e.g. Pratt 2001); (iv) the Computer Aided Engineering 

Exchange (CAEX), a meta model for the storage and exchange of engineering data models 

(e.g. Lüder, Hundt and Keibel 2010). The list can be further extended to include emerging 

manufacturing data representational models (Von Euler-Chelpin 2008), e.g. PLM XML, an 

open format from Siemens for facilitating PLM; ASME B5.59-2 standard that addresses 

performance and capabilities of machine tools at any time in their lifecycle phases, e.g., 
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during specification, after acceptance testing, or during operation; ISO 16739 (IFC) defines a 

common data model for building lifecycle support that can be applied to manufacturing 

facilities; IEC 62890 defines standards for lifecycle management for systems and products 

used in industrial process measurement, control and automation, and many more. 

• Data computation models perform analytics and processing along the product lifecycle 

phases, supporting e.g. system models, functional models, 3D geometric models, 

manufacturing computation models, usage models [56][15]. In Digital Twins, the data 

computation models need to support continuous learning and improvement based on run 

time data gathered from the operating CPSs. Practically, the collected data should be used to 

further improve simulation quality and adapt Digital Twins to contextual changes occurring in 

the system. By employing model learning algorithms (e.g. Deep Learning for Neural Networks 

to learn anomalies of the system), the inferred data learned during the run time can be 

incorporated into the Digital Twin knowledge base and continuous learning and improvement 

features of the Digital Twin can be further experimented to support a range of stakeholders 

involved in planning and designing, modifying, optimizing, and verifying industrial factory 

settings and processes.  

4.3 Services Manager  

The Services Manager of a Digital Twin requires a scalable and modular infrastructure to enable 

intelligent composition and orchestration of services. Digital Twin services may vary significantly, 

depending on business models and use cases, desired system capabilities, the role of stakeholders 

interacting with the Digital Twin, etc. For example, different stakeholders like operators, engineers, 

manufacturers, suppliers, customers, maintainers could all be interested in exploiting the Digital 

Twin, but each one from a different perspective.  

Examples of Digital Twin services related to the Automotive Manufacturing domains are: 

• production services for real-time state monitoring of the physical product, its environment 

and processes; real-time data management and asset management; real-time user 

management and user operations; real-time product failure analysis and prediction (anomaly 

detection); real-time behaviour analysis that can help manufacturers to improve product and 

production performances, e.g. condition monitoring, real-time image processing, etc.;  

• supply chain control services that need to serve multiple tenants simultaneously; services 

that predict supply chain performances, etc.;   

• cybersecurity services application security application (authentication, authorization, etc.), 

maintaining awareness of the security and privacy conditions through continuous monitoring 

processes of a Digital Twin; and more. 

4.4 Microservices Architecture of the IoT4CPS Digital Twin Prototype 

At present, Digital Twin platforms are still built as closed systems, thus limiting the overall acceptance 

and advantages in the Automotive Industry. Hence, our motivation in IoT4CPS is to design a flexible, 

open source solution for Digital Twins and to make it accessible to a wider industrial and research 

audience. In parallel, in contrast to monolithic systems that are often built as a massive code base, 

the microservice architectural style enables a single application to be developed as a suite of 

relatively small, consistent, isolated and autonomous services, each performing a specific task [57]. 

Microservices can be developed and deployed independently by different teams. They are language 

agnostic. The authors in [58] provide an analysis of the survey on major motivations for migrating from 
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monoliths to microservices. For example, in the survey, software maintenance has been reported as 

very important by all the participants. Scalability of microservices, delegation of team responsibilities 

to other teams, and the easy support for DevOps were also highly rated.  

In case of Smart CPSs and Digital Twins as complex and nonlinear systems that require a variety 

of mechanisms to represent their static artefacts and dynamic capabilities, the adoption of the 

modular architecture of microservices allows the application complexity to be reduced and code to 

be better maintained. However, the research in Digital Twin has raised a number of new challenges 

e.g. developing computationally efficient algorithms for predicting system behaviour in real-time, 

edge data processing tools, dealing with uncertainty in the system, etc. Microservices as a design 

choice offer flexibility and potential to reduce the complexity of Digital Twin systems. At the same 

time, using microservices can possibly open security vulnerabilities and threaten the trustworthiness 

of services, which requires a good design balance between security and system performance [59]. 

Our approach in IoT4CPS follows the microservices architectural style when decomposing the 

service- and application-logic and reducing the complexity of Digital Twins into smaller partitions of 

flexible, functionally independent and executable services. The conceptual model of the proposed 

architecture is shown in Figure 3. It consists of the following building blocks [60]: the Virtualization 

Manager, Data Manager, Models Manager, Services Manager and Interoperability Component, each 

of them encompassing a set of defined microservices. The rest of this section describes each of the 

Digital Twin microservices building blocks (Figure 3) [55].  

 

 
Figure 3 – Microservices Architecture of the Digital Twin Prototype in IoT4CPS 
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The Virtualization Manager 

The Virtualization Manager is composed of the microservices shown in Table 3. It enables monitoring 

of assets and events through its Monitoring Manager. Through decision support services and controls, 

it detects conflicts and enables their resolution.  

 

Table 3: Microservices of the Virtualisation Manager Component 

Name Description 

Front-End Service Establishes the front-end Web components of microservices. These are 

reusable components that can be imported into Web apps.  The guidelines for 

creating web platform compatible Web components are given in [61]. 

Monitoring Services  A set of microservices that helps developers to understand the system 

behaviour by breaking the system down into smaller applications, e.g. Tracing 

Service, Metrics Performances Service, Isolating Alerts, Dashboards Service. 

Tracing Service Supports continuous tracking and tracing of factory shop floor assets across 

various subsystems, e.g. supply chains, ERP, Manufacturing Execution Systems 

(MESs), etc. 

Metrics Performances 

Service 

Measures performance and use of Operational Technology (OT) assets on the 

manufacturing shop floor.  

Isolating Alerts Service Provides controls for detecting and isolating problems that target specific 

processes/assets. It is coupled with Cybersecurity Services (of the Service 

Management Component) to create cross-layer alerts based on cybersecurity 

analytics. 

Dashboards Service Enables visualization dashboards for monitoring interactions, continuous 

integration, cross-service visibility, etc. 

Things & Events 

Management Services 

Enables discovery of things/assets and events, and the orchestration of events 

on the manufacturing shop floor. 

Discover Things/Event 

Service 

Allows for device functionality to be dynamically discovered and optimally 

exploited. It also supports the running events on the manufacturing shop floor 

to be discovered, for further services and decisions.   

Orchestrate Event Service Allows for creating more cooperative manufacturing models through effective 

orchestration.  

Simulation Management 

Services 

A set of microservices that incorporate performance measures and 

observations received from the physical world in order to manage simulation 

inputs for the DT.    

Visualization Service Enables visualization of measured performances of the system, e.g. through 

dashboards.   

Augmented Reality 

Service 

Enables simulations using Augmented Reality technologies.   

Actuation Simulation 

Service 

Enables simulations of a specific actuation.  

Performance & Fault 

Tolerance Service 

Measures performances and fault tolerance of the manufacturing system.  

Simulation Services Performs the simulation based on the formats defined by the Simulation 

Management Services.  

Decision-Making & Control 

Services 

A set of microservices for specific decision support and controlling 

functionalities of DTs.   

Conflict Detection Service Enables the identification of assets and events from the manufacturing shop 

floor, that significantly differ from the majority of relevant data (based on 
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insights and measurements). Conflicts can be referred to as noise, or 

deviations.  

Conflict Resolution 

Service 

Based on identified conflicts, their nature, durability and other detected 

features, this service is in charge of providing the adequate resolution strategy.  

Conflict Prevention 

Service 

Through monitoring and analytics, this service provides mechanisms to avoid 

conflicts in the manufacturing system, caused by noise and deviation.  

Actuation Service Ensures that feedback created by DT mechanisms is transmitted to the real 

manufacturing environment.    

 

The Data Management Component 

The Data Management Component is composed of microservices dealing with data acquisition, data 

analytics and knowledge discovery, as shown in Table 4. Knowledge Discovery microservices require 

various analytics methods to be put in place. The results of analytics methods need to be further 

exposed to simulation and visualization microservices.  

 

Table 4: Microservices of the Data Management Component 

Name Description 

Data Acquisition Service Enables data acquisition for DTs, e.g. data collected through sensors and 

from tracking and tracing technologies needs to be stored and maintained for 

warranty and other purposes. 

Data Analytics Services Enables various data analytics services, e.g. ML-based analytics for 

predicting assets’ behaviour within the changed manufacturing environment.   

Streaming Service Supports streaming process analysis. 

Batch Processing Service Supports batch-oriented processing. 

Time Series Analytics 

Service 

Supports time series-based analysis. 

Security Analytics Service  Supports security analytics and is further coupled with Cybersecurity 

Services of the Service Management Component.  

Knowledge Discovery 

Service 

The analytics techniques provide feedback mechanisms that send decisions 

and responsive actions back to the DT and physical system. 

 

The Models Manager Component 

The Models Manager Component includes services for the definition, execution and maintenance of 

data computation and data representation models, as shown in Table 5. Services for data 

computation are further coupled with Data Analytics Services. Services for data representation are 

maintained either as semantic models (e.g. described in RDF (Resource Description Framework)) or 

relational models (based on relational databases).   

 

Table 5: Microservices of the Models Manager Component 

Name Description 

Services for Data 

Computation 

These services enable the major analytics processes of DTs. 

Location-Based 

Behavioural Analysis  

Typical services for location-based behavioural analysis allow for the factory 

floor assets to be identified based on their spatial location. The location of 

assets can be shared with other assets and events in the manufacturing 

ecosystem. These services include location prediction, location-based asset 

management, recommender systems, etc.  
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Temporal Behaviour 

Analysis Service 

Ensures temporal localisation of the factory floor assets and events. Some 

popular methods include simulation techniques and discrete event systems (e.g. 

Petri nets).  

Performance Modelling 

Service 

Enables modelling of performances of the production line processes and assets. 

Behavioural Modelling 

Service 

Enables modelling of behaviour of the production line processes and assets 

under specific conditions of the manufacturing environment.  

Services for Data 

Representation 

These services support the inclusion of various data representation formats in 

DTs 

Services for Semantic 

Models Management 

Inclusion of the relevant manufacturing ontologies in the knowledge base, 

semantic services, semantic reasoning, ontology management for DTs, etc.   

Services for Relational 

Models Management  

Support of the management of relational data models; data interfaces and 

integration mechanisms for heterogeneous databases, etc. 

Services for Data 

Computation 

These services enable the major analytics processes of DTs. 

 

The Services Management Component 

The Services Management Component releases IoT/ WoT connectivity services, offers services 

through notebooks for customized analytics, and performs security controls related to data access 

and usage controls, threat detection service, threat analysis service, incident sharing and incident 

response service (see Table 6).  

 

Table 6: Microservices of the Service Management Component 

Name Description 

Connectivity 

Service 

Ensures connectivity with factory floor assets, products and stakeholders involved 

through manufacturing life cycle processes. A comprehensive and systematic review 

of the literature is presented in [62], the most widely used standards and protocols for 

connectivity between machines in Smart Manufacturing are OPC, MQTT, IEC 62439, 

IEEE 1588, IEC  61850. 

Notebooks for 

Analytics 

Services that enable creating of notebook files that contain Python, Scala, R code and 

markdown text, which can be shared with other analytics services of DTs. 

Cybersecurity 

Services 

Services that enable cybersecurity analytics and management, including incident 

response, threat analysis, access controls and governance models. Enables different 

levels of security for the DT based on the sensitivity of data it carries. Smart CPSs are 

also vulnerable to security threats and privacy breaches that stem from (open source) 

communication technologies and protocols, and hence they require the right strategy 

to be followed to improve cybersecurity.  

Incident Response 

Service 

Enables different levels of security for the DT based on the sensitivity of data it 

carries. Smart CPSs are also vulnerable to security threats and privacy breaches that 

stem from (open source) communication technologies and protocols, and hence they 

require the right strategy to be followed to improve cybersecurity. 

Some examples of open source tools in this category are:  

• STIX (Structured Threat Information eXpression) language and serialization 

format for Cyber Threat Intelligence (CTI) (https://github.com/STIXProject) 

• MISP (Malware Information Sharing Platform) for sharing CTI 

(https://github.com/MISP) 

• MAEC (Malware Attribute Enumeration and Characterization) language for 

sharing information about malware (https://github.com/MAECProject/). 
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Cyber Threat 

Analysis Service 

Cybersecurity threat analysis for a DT is based either on fully automated tools 

designed to quickly assess network traffic, file activity, etc. and contribute to the 

incident response process, or on static analysis of malware properties. An examples 

of open source tools in this category would be the Cuckoo Sandbox for automated 

malware analysis (https://cuckoosandbox.org/). 

Data Access & 

Usage Control 

In DTs, cloud service providers, users and often fog devices as tenants, do not trust 

each other. Hence, access and usage controls for data and services in DTs require 

well defined access control policies to preserve user privacy and ensure system 

security. Services in this category need to support Virtual Machines (VMs) e.g.  

providing an access control mechanism to avoid side-channel attacks, and to provide 

access controls for the fog and cloud, reciprocally [63].  

 

The Interoperability Component 

The Interoperability Component of the Digital Twin prototype is designed to offer interoperability 

mechanisms at the data level. In Digital Twins, interoperability services are critically important for 

enabling the usage of the various types of assets (and their data), that could additionally be produced 

by different manufacturers. Interoperability services ensure implementation of Digital Twins, and 

their simulation functionalities.  

The authors in [64] address the following three levels of interoperability for WoT: 

• semantic interoperability (decoding the meaning of data),  

• structural interoperability (decoding the organization of data), and 

• syntactic interoperability (converting data in a consistent way between a serialized 

representation and an internal data structure (e.g. a parse tree).   

To enhance usability of data and data models in Digital Twins, the proposed Digital Twin prototype 

put its emphasis on semantic data interoperability, which is supported through the Semantic 

Interoperability Service, and the Semantic Search and Discovery Service (as shown in Table 7).  

 

Table 7: Microservices of the Interoperability Component 

Name Description 

Semantic Data 

Interoperability Service 

This service is based on the W3C Web of Things (https://www.w3.org/WoT/) 

set of semantics and metadata standards around IoT. The focus of this service 

is on converting WoT representations that include identifiers, properties, and 

relationships into the meaning of data, through shared contexts, vocabularies, 

and ontologies (iot.schema.org, Semantic Sensor Network Ontology (SSNO) 

[65], SAREF, and more.) 

Semantic Search & 

Discovery Service 

In DTs, apart from ML-based processing of data, semantic search and 

reasoning capabilities are beneficial, too. This service ensures (i) rules and 

semantic alignments to transform data to the declared ontologies, e.g. using 

JSON-LD for RDF data serialization, and (ii) reasoning engines for inferring 

associations and links into the data [66].  
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5. Design Methodology for the IoT4CPS Digital Twin Demonstrator Realisation  

To enable the use of the designed Digital Twin-based methods for security and safety controls in 

IoT4CPS, one of the important question to solve is about the experimentation environment to support 

virtual testing at multiple scales. Digital Twin prototypes in IoT4CPS is exposed to such an 

environment to collect security and safety related data and to learn about future network behaviour. 

This network environment includes the X-NET’s Security-By-Isolation (SBI) gateway (SBI-GW in 

Figure 4), which enables further testing of Digital Twins as security honeypots. Practically, the SBI-

GW will enable the enforcement of detected issues in data traffic, towards virtual Digital Twin-based 

honeypots that will directly analyse and learn attacker capabilities, in order to predict attackers’ next 

steps and reconstruct the system back to the state before the attack. The attacks will be identified 

through implementation of analytical tools for anomaly detection and threat modelling.  

The SBI gateway-based approach for testing the Digital Twin prototypes in IoT4CPS is in the 

design progress, and is shown in Figure 4.  

 

 

 
 

Figure 4 – SBI gateways for the realisation of Digital Twin prototypes as honeypots (X-NET)  
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6. IoT4CPS Digital Twin Demonstrator (Prototype Version 1.0) 

The first prototype of the Digital Twin demonstrator in IoT4CPS is available from: https://git-

service.ait.ac.at/im-IoT4CPS/WP5-lifecycle-mgmt  

It is implemented as a simple client-based communications API (Application Programming Interface) 

called demo_car_1 that “measures” temperature on the road (see Figure 5). The client connects to 

the GOST server (SensorThings Server) and the Apache Kafka server. As soon as the instances configured in the 

instance.json file are registered or updated in the GOST server, the temperature data is created.  

 

1 config = { 

“client_name”: “demo_car_1”, 

“system”: “at.srfg.iot-iot4cps-wp5.CarFleet1”, 

“gost_servers”: “localhost:8084”, 

“kafka_bootstrap_servers”: “localhost:9092”}  

2 client = DigitalTwinClient(**config) 

 

3 client.register(instance_file=“instances.json”} 

4 client.produce(quantity=“temperature”, result=23.4) 

 

5 client.subscribe(subscription_file=“subscriptions.json”} 

6 received_quantities = client.consume(timeout=1.0)  
Figure 5 – A simple client-based Digital Twin prototype version 1.0 (an excerpt)   

 

To capture data from the external systems, e.g. from the other connected cars, the data needs to be distributed 

using streaming applications. In this way, demo_car_1 that belongs to the at.srfg.iot-iot4cps-

wp5.CarFleet1 can acquire some selected data from an external CarFleet2 and from the public 

weather stations (see Figure 9).  

 

Figure 6 illustrates the flow of data between various stakeholders (car 1, car 2, weather station…) and data 

streaming applications. Practically, each tenant is connected to one streaming application that creates specific 

measurement data, and parses data sharing contracts into a distribution logic which is then deployed by the 

stream hub service. In the future, the data will include temporal and geospatial filtering criteria, in order to have 

more control over data flow to external tenants. 

 
Figure 6 – Multi-tenant stream processing in IoT4CPS 

 

https://git-service.ait.ac.at/im-IoT4CPS/WP5-lifecycle-mgmt
https://git-service.ait.ac.at/im-IoT4CPS/WP5-lifecycle-mgmt
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Figure 7 illustrates the outputs of the demo_car_1 application that process data from other external 

tenants, e.g. CarFleet2 and WeatherService. 

 

 
Figure 7 – The output of the “demo_car_1” application that processes the data from other tenants 
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7. Concluding Remarks and Next Steps 

The adoption of Smart CPSs and Digital Twins is expected to significantly change traditional business 

models in the Automotive Industry. Although open source software and hardware technologies are 

becoming important for the collaborative design, development and maintenance of many industrial 

and engineering challenges, including those related to the integration of traditional Information 

Technology (IT) systems with Operational technology (OT) systems, there are still many 

computational challenges to be solved related to the complex systems based on Smart CPSs and 

Digital Twins.  

The Digital Twin prototype presented in this report is still a research platform that is expected to 

evolve into an operational technology stack in the future. The prototype needs to be complemented 

with a comprehensive set of usage methods and validation metrics. The variability of metrics needs 

to be extended throughout lifecycle phases, addressing their specific security, privacy and safety 

measures. The role of ontologies in structuring the lifecycle-oriented knowledge base of Digital Twins 

needs to be explored, and performance and security metrics to be integrated into the knowledge 

base. The availability of large amounts of data needs to be tested for data quality and requires value-

chain data governance mechanisms to be enforced, in order to identify the right amount of data to be 

processed. For example, some data sources can be periodically monitored, while others require to be 

traced in real time. Some data carry critical details for the system’s functionality, while others contain 

trivial details. More research is also needed to develop a proper strategy for maintaining the accuracy 

of Digital Twins, as their effectiveness in both the cloud computing and the fog computing is likely to 

be compromised otherwise. 
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